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Introduction 
The branch of biological science that deals with the 
visual representation of the function of the organs or 
tissues in the human body is known as physiology. The 
technique for undergoing the physiological processing 
is the medical imaging. Medical imaging refers to the 
technique that seeks to make visible the internal 
structures that are hidden by the skin and bones for 
medical diagnosis. Medical imaging is considered as 
part of pathology (branch of medical sciences that 
studies the deviation of a body from a healthy or 
normal condition) since it is capable of establishing a 
database of normal anatomy to make it possible to 
identify any abnormalities. Medical imaging is 
therefore perceived to include a set of techniques that 
noninvasively produce captured images of the internal 
aspect of a body, as in the case of medical ultrasound 
that uses the ultrasonic pressure waves and echoes in 

capturing internal tissues of a body as well as the 
radiography projection that uses X-ray radiation. 
In medicine, tissues are expected to have consistent and 
homogenous texture. Therefore, in the medical 
domain, researchers usually use texture features 
because organs and tissue anomalies are well 
characterized by texture properties [1, 2]. In that texture 
features have been used for brain tumor diagnosis [3] 
and mass lesion detection in mammogram images [4]. 
Thus texture-based feature is the best feature descriptor 
option to select to discriminate among organ tissues in 
CBIR system [5]. However, some of these works 
compared few textures feature extraction approaches 
usually two texture feature extraction techniques on 
limited dataset such as in [6], [7] and [8] making it 
difficult for practitioners to make informed choice on 
which of the various texture-based feature extraction 
approach to select at some point in time on condition 
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Abstract 
Areas in the health sector such as X-rays, Dermatology, High-resolution Computed Tomography – HRCT, Endoscopy, 
Radiology, Cardiology and Magnetic Resonance Imaging – MRI heavily depend on medical images for their activities 
hence it has become complex for managing and accessing these images from their repositories. As a matter of concern 
content-based medical image retrieval-CBMIR has been the system proposed by many researchers for handling access to 
similar medical image(s) as the input image, yet there is a caveat that has to be addressed with respect to which technique 
best suits CBMIR system with respect to a given performance metric. Medical images are mostly of grayscale and therefore 
color feature extraction techniques may not work effectively on them. Since there is no clear indication of which of the 
various texture feature extraction techniques is best suited for a given performance metric, this work seeks to comparatively 
evaluate the performance of the following state-of-the-art texture feature extraction techniques; Local Binary Pattern (LBP), 
Gabor Filter, Gray-Level Co-occurrence Matrix (GLCM), Haralick Descriptor, Features from Accelerated Segment Test 
(FAST) and a Proposed Technique using the metrics; Precision, Recall, F1-score, Mean Squared Error (MSE), Accuracy 
and Time. The results showed that the proposed technique is best suited for systems focusing on precision with an average 
precision score of 100% over 10.5k of raw medical images (dataset) using an appreciable minimum time with time 
complexity of 𝑂(𝑛). 
 
Keywords: content-based image retrieval; medical image retrieval; content-based medical image retrieval; texture feature 
extraction; evaluation metrics; similarity measurement 
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to select the best performing technique with the highest 
precision irrespective of the dataset used. Interpreting 
medical images is certainly a complex task which 
requires extensive knowledge [5]. According to [9] 
Computer Aided Diagnosis (CAD) serves as a second 
opinion that will help radiologists in diagnosis and on 
the other hand Content-based Image Retrieval uses 
visual content to help users browse, search and retrieve 
similar medical images from a database based on the 
user’s interest [10, 11]. The competency of CBMIR 
system depends on feature extraction methods [12]. 
The textural features are very important to determine 
the content of a medical image.  
Therefore, this study seeks to compare and evaluate 
some of the hand-crafted texture feature extraction 
techniques in CBMIR. This is to help those concerned 
in enhancing CBIR systems to make informed 
decisions concerning the selection of the best textural 
feature extraction techniques. The paper is in six (8) 
sections; section (1) introduces the content together 
with the background study which conclusively indicates 
the objective of the research. Section (2) talks about the 
related works. Section (3) talks about the methodology 
carried out to achieve the said results in section (5). 
Section (4) provides the code and data source. Section 
(5) provides the results, analysis and discussion. Section 
(6) provides summary points of this study. Section (7) 
discloses any conflict of interests towards carrying out 
this research. Section (8) acknowledges the bodies that 
provided support to completing this research 
successfully together with the referencing materials and 
their source.  
 

Related Works 
The issue of sorting through images in search of a 
particular image of interest is not new. Since the early 
1990’s there have been numerous studies carried out 
into content-based image retrieval – CBIR systems. 
Some of these studies includes; Query-By-Image-
Content – QBIC (Niblack et al, 1993), the VIR Image 
Engine (Bach, et al, 1996), the AltaVista Photo finder, 
Multimedia Analysis and Retrieval System – MARS 
(Huang et al, 1996), Photobook (Pentland et al, 1994), 
Netra (Ma and Majunath 1999), Retrieval Ware (Dowe, 
1993) etc. 
Of late, there are two known common image search 
methods namely; Text-based Image Retrieval and the 
Content-based Image Retrieval.  Text-based Image 
Retrieval is based on keywords which are used in 
annotating images [13] whiles Content-based Image 

Retrieval is based on querying images to return similar 
visual content image(s) [14] [15]. It is recommended to 
use content-based image retrieval search method to 
overcome the following disadvantages of text-based 
image retrieval; Feasibility challenge in manually 
annotating images in large databases 
It is subject to human perception when end user is to 
make the annotation. 
The annotations are applicable for only one language, 
Basically, the aim of CBIR is to search for similar 
images by analyzing their visual contents. In order to 
overcome the concept of human perception in text-
based image retrieval, content-based image retrieval 
search method should be able to bridge the gap 
between low-level feature and high-level feature to 
increase accuracy [16]. Due to the necessity for this 
bridge, numerous studies have focused their concern 
on the issue of making up in bridging this semantic gap. 
These numerous studies have resulted in methods for 
converting the problematic high-level concept to 
feature extraction [17]. Therefore, it means that feature 
extraction (image representation) is the crux of CBIR 
[18, 19, 20]. 
Texture is considered as the pivotal feature in computer 
vision (CV) due to its existence in many real images 
which is why it is usually used in image retrieval and 
pattern recognition. Drawbacks of texture-based image 
retrieval are noise sensitivity and computational 
complexity [21]. Some of the algorithms used for 
texture-based image analysis includes: Gabor filter [22], 
gray-level co-occurrence matrix (GLCM) [23], Features 
from Accelerated Segment Test–FAST [24], Haralick 
Descriptor [25], Local Binary Pattern–LBP [26], 
Markov random field [27], edge histogram descriptor 
(EHD) [28] etc. Content-based Image Retrieval process 
begins with the feature extraction that aims at 
converting human perception into numerical 
description that can be understood and manipulated by 
machines. This basically influences the accuracy of the 
queried image [29]. Feeding machine learning 
algorithms whether supervised or unsupervised with 
the extracted features can improve the performance of 
CBIR [30]. 
Consequently, another important process in the 
Content-based Image Retrieval system is the similarity 
measurement or feature matching. The similarity 
measure is another vital process that has an impact on 
the performance of CBIR. Since this measurement is 
determined by the layout of the feature vector, choosing 
an inappropriate measure would result in less identical 
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images been returned hence lowering the system’s 
CBIR accuracy. 
Also, certain metrics such as precision, recall and run 
time are used in determining the effectiveness of CBIR 
based on the type of datasets chosen or selected [31].  
Currently, computer-aided diagnostic schemes are 
under development in several research institutions to 
assist physicians in improving diagnostic accuracy by 
minimizing the rate of missed diagnosis. These 
computer-aided diagnostic applications make use of 
pattern recognition and feature extraction techniques 
to develop systems such as; computerized detection of 
pulmonary nodules and mammography micro 
calcifications [32], automated analysis of heart sizes 
[33], system for characterization and detection of 
interstitial disease [34]. The implementation of these 
tools as well as new knowledge-based tools to be 
developed over the next few years will definitely need 
to interface with medical imaging databases hence, the 
need to improve on its image retrieval system now. The 
increasing amount of medical imagery data has resulted 
in widespread dissemination of Picture Archiving and 
Communication Systems (PACS) in hospitals which 
requires a more efficient and effective retrieval methods 
for better management of such data. The integration of 
content-based image retrieval system into the PACS 
system has been proposed [35] [36]. However, an 
efficient and robust medical image retrieval still 
remains problem and recent researches aim at 
developing techniques that will overcome this problem. 
This why this study seeks to conduct a comparative 
analysis on a proposed texture feature extraction 
technique against some of the state-of-the-art texture 
features extraction techniques on medical image 
retrieval. 
 

Methodology 
Proposed Method 

The proposed technique combines the idea of 
extracting features of individual images and computing 
their similarities (Similarity Measurement), the 
measurement is reinforced with Euclidean distance 
measurement. The pseudocode below interprets the 
Extracting and similarity process: 
Step 1. The input image is converted to an array 
containing its colour codes in 3-dimension (feature 
vector). Using the code snippet: image = cv2.imread 
(image); mat = image [: 0]. 

Step 2. Step 1 is repeated for individual images in the 
database and compared for similar values. Though the 
dataset is prepared to attain uniform dimension, the 
technique begins the comparison by checking the 
dimension of both images (queried image and target 
image). The number of similar values or matched codes 
obtained is compared to those of different values. If the 
number of similar values is greater than those of 
different values, then we have a similar target image, 
else we move to Step 3. 
Step 3. Measure the similarity between the queried 
image to that of the target image using the Euclidean 
distance measurement. Target image(s) is/are retrieved 
based on the threshold value given. To ensure 
maximum precision, the algorithm is taking the least 
distance obtained plus 5 subsequent values.  
One of the most popular ways to evaluate the 
complexity of an algorithm is using Big O notation [37]. 
The Big O notation is a mathematical property which 
is used for describing the behavior of functions. Since 
the algorithm loops through the images in the dataset 
to compare the features one after the other against the 
query image, then the big O notation for the algorithm 
is of O(n), i.e., the time taken for execution grows 
linearly with n which represents the amount of data in 
the dataset. 

Conceptual Framework of the Proposed Method 

Content-based medical image retrieval is a kind of 
content-based image retrieval system that focuses on 
medical image dataset. Considering how image retrieval 
should be done, a representation of the entire image is 
to be identified – global features of the medical images. 
Since the textural aspect is been identified as the best 
in terms of representing the entirety of a medical image, 
the proposed method together with the techniques 
used in this research sort to extract the textural features 
of the images.  
The conceptual framework is important for the 
researcher to clearly present and explain ideas and 
consequently potential relationships pertaining to the 
study [38]. One way of presenting such concepts is by a 
visual model that can assists readers by illustrating how 
the processes or constructs in the research work. This is 
known as a graphical conceptual framework. The 
diagram below represents the graphical conceptual 
framework of the proposed method.
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Figure 1: Graphical Conceptual Framework of Proposed Method. 

 
Dataset Validation 

The implementation activities involve data pre-
processing. Data pre-processing is a technique that 
ensures the cleansing and organization of data. In order 
words, data pre-processing refers to the technique of 
preparing data in order to make it suitable for training 
and building a machine learning model. Data pre-
processing is a data mining technique that transforms 
raw data into an understandable and readable format 
for the learning model. This process helps enhance the 
quality of data to promote the extraction of meaningful 
insights from the data. The following includes the steps 
taken in pre-processing the data for the various learning 
model: 
• Acquisition of dataset 
• Uniformity of dataset (i.e., Resizing the data to a 

specific dimension and converting the dataset to 
grayscale channel if dataset contains data of 
different colour channel). 

 

Acquisition of Dataset 

The dataset used for this study consist of 10.5K 
(10,500) images with class: Abdomen CT, Breast MRI, 
Chest CT, CXR, Hand and Head CT. The information 
below represents the metadata of the dataset used for 
the study. 
Dataset Source: 
https://www.kaggle.com/datasets/andrewmvd/medic
al-mnist?resource=download 
Dataset Name: MNIST Medical Dataset 
Dataset License: Public Domain. 
A ratio of 30:70 is used in grouping the dataset into test 
data items (Test Folder) and a Data repository Folder. 
A total of 525 images from each class is put together in 
the Test Folder whiles 1225 images from each class is 
put together in the Data repository folder. This data 
repository folder becomes our database. Below 
represents sample image of each class of the dataset.

 

 
Figure 2: Dataset Sample Class: Abdomen CT, Breast MRI, Chest CT, CXR, Hand and Head CT. 

 
Dataset Uniformity 

Python libraries such as "PIL" and cv2 contain 
functions for resizing images to a preferred dimension. 
Notwithstanding, the cv2 library also supports the 
conversion of image color between channels such as 
RGB, Grayscale, HSV, and Hue. 
 

Similarity Measurement and Threshold Values 

The similarity measurement is same as the feature 
matching or comparing both features from the query 
image and that of individual images from the database 
for some sort of similarities. This stage is as important 
as feature selection because the wrong choice of 
similarity measurement may yield poor results as of 
selecting a wrong feature for the retrieval process. The 
point where each algorithm is to decide which image to 
retrieve as the target image is when the threshold value 
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provided is satisfied. Predicting a class label has always 
been the main aim for classification predictive 
modelling. It therefore means that before such model 
is able to map to a crisp class label, the machine 
algorithm has to sort to predict a probabilistic scoring 
of a class membership. It is as identifying the best 
threshold for mapping. 
According to [39] a threshold value of 0.5 can serve as 
a mapping scheme where all values equal or greater 
than the threshold are mapped to one class and all 
other values are mapped to another class. He further 
stated that this default value (0.5) can create a severe 

classification problem which can result in poor 
performance using an imbalanced dataset. He 
suggested that either the researcher manually tunes the 
threshold value to an optimal value or sort to use the 
Receiver Operating Characteristic (ROC) curve and the 
Precision-Recall Curves. Therefore, in order not to be 
bias, the least measurement value plus 5 is provided as 
the threshold value to all the algorithms. The 
measurement model for each of the techniques 
together with their threshold value is illustrated in the 
table below: 

 
Table 1: Method, Measurement Model and their Threshold Values. 

Method/Techniques Similarity Measurement Threshold values 
LBP Euclidean Distance Measure Least distance + 5 

Gabor Filter Chi-Squared Least distance + 5 
Gray-Level Co-occurrence Matrix Euclidean Distance Measure Least distance + 5 

Haralick Descriptor Euclidean Distance Measure Least distance + 5 
Fast Euclidean Distance Measure Least distance + 5 

Proposed Method Euclidean Distance Measure Least distance + 5 
 
An online version of this study is created using flask as 
the rendering platform for the online pages supporting 
html5, css, bootstrap, jQuery languages for the 
frontend and python for both front and the backend. 
This online system is a free live version and therefore is 
limited with certain resources such as space. Therefore, 
the dataset used for the online system is 360 images 
which is at least higher than [6] who used 100 images 
for their study. The uniform resource locator (URL) for 
this online system is: 
https://samuelkusiduah.pythonanywhere.com/  
It works more efficiently with images of purely grayscale 
preferably from Kaggle. 
 

Results & Analysis 
The following includes the metrics for measuring the 
performance for the various techniques identified in 
this study; Precision, Recall, F1-Score, Mean Squared 
Error, Accuracy and Time. The reason behind the 
selection of the above metrics is due to the imbalance 
nature of our dataset. That is, the dataset consisting of 
6 different class of images or data. More specifically the 
precision and recall are as a result of the concept of 
what is known as the Confusion matrix. A confusion 
matrix conforms to the standard of representing the 
performance of a typical supervised learning algorithm. 
It is also known as Matching Matrix for an 
unsupervised learning algorithm. 

With regards to the time, there are two metrics with 
respect to the measurement of execution time of a 
process. They are the Wall Execution Time and CPU 
Execution Time. The Wall Execution Time refers to 
the total time elapsed during the measurement which 
includes the waiting time for needed resources by the 
given process whiles the CPU Execution Time refers to 
the time the CPU begins processing of a given program 
till it finishes which excludes waiting time for the 
needed resources by the said process. The resulting time 
recorded in this research used the Wall Execution 
Time. Both times are executed using the code snippet:  
elapsed = time. time ()-start time 
result = timeit.timeit (stmt='run_lbp()', 
globals=globals(), number=1). print ('CPU Execution 
time:', time.strftime ("%H:%M:%S", time.gmtime 
(elapsed))). print ('WALL Execution time:', 
time.strftime ("%H:%M:%S", time.gmtime (result))). 
The results recorded below were taken from the output 
of the algorithms. Each algorithm is run at a time using 
the various class of the dataset. In order to achieve a 
summative result per metric, the average is computed 
using the basic arithmetic formula: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =  
𝑆𝑢𝑚 𝑜𝑓 𝑎𝑙𝑙 𝑐𝑙𝑎𝑠𝑠 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛

6
 

Equation 1: Average Score 
Therefore, for each algorithmic results, there will be a 
record for each class of the dataset as illustrated below:
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Table 2: Results from Proposed Technique/Method. 
Proposed Technique  

Abdomen CT Breast MRI Chest CXR Hand Head CT Average 
Precision 1 1 1 1 1 1 1.00 

Recall 0.001 0.001 0.001 0.005 0.001 0.091 0.02 
F1-score 0.002 0.002 0.002 0.001 0.002 0.166 0.03 

MSE 0.167 0.167 0.167 0.166 0.167 0.152 0.16 
Accuracy 0.833 0.833 0.833 0.834 0.833 0.848 0.84 

Wall Execution Time/s 0:22 0:21 0:22 0:21 0:21 0:23 0:21 
 
Table 3: Results from LBP. 

Local Binary Pattern-Lbp  
Abdomen CT Breast MRI Chest CXR Hand Head CT Average 

Precision 0.167 0.167 0.167 0.167 0.167 0.167 0.17 
Recall 1 1 1 1 0.999 1 1.00 

F1-score 0.286 0.286 0.286 0.286 0.286 0.286 0.29 
MSE 0.833 0.833 0.833 0.833 0.833 0.833 0.83 

Accuracy 0.167 0.167 0.167 0.167 0.167 0.167 0.17 
Wall Execution Time/s 3:00 2:54 2:51 2:52 2:52 2:56 2:54 

 
Table 4: Results from GLCM. 

Gray-Level Co-Occurrence Matrix - Glcm  
Abdomen CT Breast MRI Chest CXR Hand Head CT Average 

Precision 1 0.786 0.451 0.793 0.417 0.54 0.66 
Recall 0.004 0.066 0.99 0.109 0.931 0.17 0.38 

F1-score 0.008 0.122 0.62 0.192 0.576 0.258 0.30 
MSE 0.166 0.159 0.203 0.153 0.229 0.162 0.18 

Accuracy 0.834 0.841 0.797 0.847 0.771 0.838 0.82 
Wall Execution Time/s 9:45 9:26 10:40 9:39 10:59 9:46 10:02 

 
Table 5: Results from Gabor filter. 

Gabor Filter  
Abdomen CT Breast MRI Chest CXR Hand Head CT Average 

Precision 1 0 1 1 0 0 0.50 
Recall 0.041 0 0.041 0.041 0 0 0.02 

F1-score 0.078 0 0.078 0.078 0 0 0.04 
MSE 0.16 0.173 0.16 0.16 0.173 0.173 0.17 

Accuracy 0.84 0.827 0.84 0.84 0.827 0.827 0.83 
Wall Execution Time/s 0:04 0:04 0:03 0:04 0:04 0:04 0:03 

 
Table 6: Results from Haralick Descriptor. 

Haralick Descriptor  
Abdomen CT Breast MRI Chest CXR Hand Head CT Average 

Precision 0.168 0.168 0.165 0.168 0.166 0.166 0.17 
Recall 1 1 0.986 1 0.989 0.989 0.99 

F1-score 0.287 0.287 0.283 0.287 0.284 0.284 0.29 
MSE 0.828 0.827 0.834 0.828 0.833 0.831 0.83 

Accuracy 0.172 0.173 0.166 0.172 0.167 0.169 0.17 
Wall Execution Time/s 2:53 2:46 2:45 2:44 2:44 2:43 2:45 
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Table 7: Results from FAST. 
Features From Accelerated Segment Test - Fast  

Abdomen CT Breast MRI Chest CXR Hand Head CT Average 
Precision 1 0 0 1 0.115 1 0.52 

Recall 0.023 0 0 0.001 0.002 0.04 0.01 
F1-score 0.045 0 0 0.015 0.005 0.077 0.02 

MSE 0.163 0.167 0.173 0.165 0.169 0.16 0.17 
Accuracy 0.837 0.833 0.827 0.835 0.831 0.84 0.83 

Wall Execution Time/s 0:00 0:00 0:00 0:00 0:00 0:01 0:00 
 
Table 8: Overall Average Score. 

Overall Average Score  
Proposed Technique LBP GLCM Gabor Filter Haralick FAST 

Precision 1.00 0.17 0.66 0.50 0.17 0.52 
Recall 0.02 1.00 0.38 0.02 0.99 0.01 

F1-score 0.03 0.29 0.30 0.04 0.29 0.02 
MSE 0.16 0.83 0.18 0.17 0.83 0.17 

Accuracy 0.84 0.17 0.82 0.83 0.17 0.83 
Wall Execution Time/s 0:21 2:54 10:02 0:03 2:45 0:00 

 
The chart below represents the results from Table 8. 

 
Figure 3: Graphical Representation of the Overall Average Score 

 
Analysis 

From figure 3, it is observed that the proposed 
technique had 100% precision score which confirms 
[40] assertion that if the focus is to minimize false 
positives, since the needs of every healthcare facility is 
to minimize falsehood or false predictions in order to 
minimize deaths. The algorithm took lesser time to 
execute using a dataset of 10.5k which makes a good 
impression. LBP and Haralick illustrates low precision, 
this does not entirely mean that these models are poor 
but they rather predicted all the true positives which 

was excellent together with most of the false positives 
thinking it is part of the true positives. They rather 
performed better in terms of minimizing false negatives 
thus increasing recall. GLCM and Gabor performed 
appreciably well in almost all areas except for time 
where GLCM performed poorly and Gabor had second 
to low recall count to the proposed method. FAST 
performed best in terms of execution time. It somewhat 
did fine in precision. The chart below represents the 
precision score from the overall outcome for each 
algorithm.
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Figure 4: Graphical Representation of Precision Scores. 

 

Conclusion & Recommendation 
According to [41] and [42] asserts that the use of images 
tends to be related to the “role” of the user such as 
being a clinician, educator or a researcher. Therefore, 
it is important to understand user needs as well as 
provide a system that meet those needs. According to 
[35, 36] though content-based image retrieval system 
had already been passed into PACS, the problem still 
remains an efficient and robust medical image retrieval 
technique. From the results taken, it is observed that 
the proposed technique or method is efficient but 
cannot say for its robustness since the dataset tested 
against is of only 6 classes. It cannot be said that the 
proposed technique is not robust also because, from 
the live system, the proposed method is able to retrieve 
correctly target images as the input image downloaded 
from google which is of different version of what was 
used during the offline retrieval process. 
 

Recommendation 

One can boast of both efficiency and robustness for the 
proposed technique if an efficient relevance feedback 
of some sort is added to it. Generally, focus should also 
be placed on the best or finding a generic standard 
threshold value for all CBIR or CBMIR systems. 
 

Summary 

The study compares the performance of the six selected 
texture feature extraction techniques on the medical 
dataset. Specifically, the performance metrics we are 
comparing are on the basis of Precision, Recall, F1-
Score, Mean Squared Error, Accuracy, and Time. 

The Dataset used is of raw medical image data, 
therefore there isn't much to do with dealing with 
outliers and the rest as if the dataset were in the form 
of an excel file but we rather catered for having a 
uniform dimension for the image data. Each 
Technique had its own way of transforming or using 
the extracted features or reducing the dimensionality of 
the extracted features. There were a few cases where we 
encountered a (Not a Number) NaN value for the most 
apparent dark image(s). 
The techniques identified in this study did well as well 
as having their strength and weaknesses. Though they 
were run separately but each algorithm was executed in 
same favorable conditions such as during the execution 
for each algorithm, the researcher made sure no other 
user programs were running alongside the execution of 
the algorithmic process. This is to ensure fair share of 
system resources, hence no bias in the time recording.  
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